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Performanslarının Karşılaştırılması: Kesitsel Araştırma 
     Ömer EKİCİa,     İsmail ÇALIŞKANa 
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ABS TRACT Objective: Artificial intelligence (AI) based large lan-
guage models (LLMs) have recently become an effective and efficient 
tool in education and learning. The purpose of this study is to compar-
atively evaluate the accuracy of the answers given by different AI-sup-
ported chatbots to the Medical Pat hology questions asked in the 
Dentistry Specialization Education Entrance Exams (DSE). Material 
and Methods: A total of 52 pathology questions from 13 exams pub-
lished on the official website of Student Selection and Placement Cen-
ter (Öğrenci Seçme ve Yerleştirme Merkezi) were included in the study. 
Questions were directed simultaneously to LLMs by a single operator. 
Chi-square analysis was used to compare correct response rates among 
LLMs in all questions. Results: The order of correct answer rates of 
LLMs to all questions was as follows: ChatGPT-4o (100%), Chat GPT-
4 (96.15%), Gemini 2.0 (90.38%) and Claude 3 Sonnet (90.38%), Gem-
ini 1.5 (86.53%), Co-pilot (76.92%). In general, correct answer 
percentages of LLMs in basic pathology questions were higher than in 
clinical pathology questions. While no statistically significant differ-
ence was observed between correct answers of LLMs to basic pathol-
ogy questions (p=0.542), a significant difference was observed between 
correct answers of LLMs in clinical pathology and all questions 
(p<0.05). Conclusion: In this study, the highest accuracy rate was 
found in GPT-4o and the lowest rate was found in Co-Pilot. The find-
ings show that LLMs have the potential to be used as a supportive tool 
for students and academics in pathology education. 
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ÖZET Amaç: Yapay zekâ (YZ) tabanlı büyük dil modelleri [large lan-
guage models (LLMs)] son zamanlarda eğitim ve öğrenmede etkili ve 
verimli bir araç hâline gelmektedir. Bu çalışmanın amacı, farklı YZ 
destekli sohbet robotlarının Diş Hekimliği Uzmanlık Eğitimi Giriş Sı-
navlarında (DUS) sorulan Tıbbi Patoloji sorularına verdikleri yanıtla-
rın doğruluğunu karşılaştırmalı olarak değerlendirmektir. Gereç ve 
Yöntemler: Öğrenci Seçme ve Yerleştirme Merkezi’nin resmi web si-
tesinde yayınlanan 13 sınavdan, toplamda 52 patoloji sorusu çalışmaya 
dâhil edildi. Sorular, LLM’lere tek bir operatör tarafından eş zamanlı 
olarak yönlendirildi. Tüm sorularda LLM’ler arasındaki doğru yanıt 
oranlarını karşılaştırmak için ki-kare analizi kullanıldı. Bulgular: 
LLM’lerin tüm sorulara verdikleri doğru cevap oranı sıralaması şu şe-
kilde idi: ChatGPT-4o (%100), ChatGPT-4 (%96.15), Gemini 2.0 
(%90.38) ve Claude 3 Sonnet (%90.38), Gemini 1.5 (%86.53), Co-pilot 
(%76.92). Genel olarak LLM’lerin temel patoloji sorularındaki doğru 
yanıt yüzdeleri klinik patoloji sorularına göre daha yüksek idi. LLM’le-
rin temel patoloji sorularına verdikleri doğru yanıtlar arasında istatis-
tiksel açıdan fark gözlenmez iken (p=0.542), klinik patoloji ve tüm 
sorularda LLM’lerin doğru yanıtları arasında anlamlı farklılık görüldü 
(p<0.05). Sonuç: Bu çalışmada, en yüksek doğruluk oranı GPT-4o’te, 
en düşük oran Co-Pilot’ta tespit edilmiştir. Bulgular, LLM’lerin pato-
loji eğitiminde öğrenciler ve akademisyenler için destekleyici bir araç 
olarak kullanılma potansiyeline sahip olduğunu göstermektedir. 
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The rapid development in the field of artificial 
intelligence (AI) in recent years, especially with the 
evolution of large language models (LLMs), has led 
to significant changes in many sectors.1 These ad-
vances have had an impact on a wide range of areas, 
especially healthcare and language processing tasks.2-

5 The use of AI-supported LLMs (LLMAs) allows for 
a large number of tasks to be performed more practi-
cally and quickly in many languages.6 This aspect has 
made LLMAs an effective and efficient tool in edu-
cation and learning processes.7 LLMAs have gained 
increasing attention with the release of the Genera-
tive Pre-trained Transformer (ChatGPT) by OpenAI 
in November 2022. With its updated versions such as 
ChatGPT-4 and ChatGPT-4o, it has become more ad-
vanced over time and has been the subject of many 
studies.8 In this process, different LLMs such as 
Gemini (formerly Bard) by Google, Claude by An-
thropic, and Microsoft 365 Co-pilot (formerly Bing) 
have been developed and the competition in the AI   
field has increased.9-11 Recently, the use of LLMs as 
educational support tools for students in basic and 
clinical dentistry education has been increasing. Var-
ious studies have evaluated the effectiveness of 
LLMs in solving text-based questions in national 
exams organized for doctors, nurses, and pharma-
cists.12,13 It has been demonstrated that LLMs have 
successful performance and have the capacity to un-
derstand complex medical information, especially in 
national medical exams administered in the USA, 
Japan, and China.14-16 There is no study in the litera-
ture investigating the effectiveness of LLMs in an-
swering Medical Pathology questions asked in the 
Dentistry Specialization Education Entrance Exam 
(DSE) held in Türkiye. The aim of this study is to 
evaluate the accuracy of the responses of different 
leading AI-powered chatbots to Medical Pathology 
questions asked in DSE. In this context, the accuracy 
rates of the ChatGPT-4, ChatGPT-4o (OpenAI, San 
Francisco, California, USA), Co-Pilot (Microsoft, 
Redmond, Washington), Gemini 1.5, Gemini 2.0 
(Google LLC, Mountain View, California, USA) 
and Claude 3 Sonnet (San Francisco, California, 
USA) models will be compared to the Medical 
Pathology questions asked in DSE between 2012-
2021 and the potential of these LLMs to be used as 

educational support tools in dentistry education will 
be revealed. 

 MATERIAL AND METHODS 

ETHICS 
Since our study was not conducted on humans or 
human samples and was conducted using a publicly 
accessible website, ethics committee approval was 
not required. 

LLMS 
Six LLMs were evaluated in this study: Co-pilot, 
Claude 3 Sonnet, Gemini 1.5 and Gemini 2.0, GPT-
4 and GPT-4o. 

Dentistry Specialist Education Entrance Examination  
DSE is administered by the Student Selection and 
Placement Center (SSPC) once a year between 2015-
2022 and twice a year (spring and fall semesters) 
from 2012-2014 and 2023. DSE was conducted 17 
times between 2012-2024.17 Exams consist of a total 
of 120 multiple choice questions, 40 from basic sci-
ences and 80 from clinical sciences. Each exam asks 
4 questions in the field of Medical Pathology. 

Inclusion and Exclusion Criteria 
13 DSEs were conducted between 2012-2021 and 
published on the SSPC official website and 52 ques-
tions asked in these exams were included in this 
study. However, since SSPC has not published DSE 
questions since 2022; exam questions from 2022, 
2023 and 2024 were not included in the study. Since 
there were no Medical Pathology questions that were 
canceled by SSPC and included figures, all Medical 
Pathology questions were analyzed. 

Subject headings and subheadings were exam-
ined under 10 headings for Pathology by examining 
the sources shown as reference books by SSPC. The 
distribution of questions asked in Medical Pathology 
branches by year and the number of questions by 
each subject subheading were analyzed.18-21 The cor-
rect answers given by LLMs to Medical Pathology 
questions were examined by year and subject. In ad-
dition, LLMs were compared in terms of correct an-
swer rates. 
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Question Directing and Evaluation Method to LLMs 
In the study, 52 multiple choice questions were di-
rected to Co-pilot, ChatGPT-4, ChatGPT-4o, Gem-
ini 1.5, Gemini 2.0 and Claude 3 Sonnet models 
simultaneously by a single operator on the same day. 
The questions were presented in Turkish and were 
entered manually one by one into the chat interfaces 
of LLMs to receive answers. Before each question 
was asked, the following instructions were given in 
Turkish: 

“I want you to respond to the Pathology ques-
tions asked in the Dentistry Specialization Entrance 
Exam as a participant. I will soon send you the 
Pathology questions, multiple choice and some with 
premises, one by one, which include Pathology top-
ics. I want you to give the most probable answers to 
these questions.” 

This answer was considered “correct” if it 
matched the official answers provided by the SSPC. 

DATA ANALYSIS 
All statistical analyses were performed with the SPSS 
statistical program, version 27 (SPSS Inc., Chicago, 
IL, USA). Standard descriptive statistics were used 
for statistical analysis. In the descriptive statistics of 

continuous data, numbers and percentages were given 
in nominal data. Chi-square analysis was used to 
compare the correct response rates between LLMs in 
all questions. p<0.05 was considered statistically sig-
nificant. 

 RESULTS 
Medical pathology questions asked in DSE were di-
vided into 2 as basic pathology and clinical pathol-
ogy. When clinical pathology questions were 
categorized according to their topics, it was seen that 
the most questions came from the topic of infections 
(25.92%), while the least questions came from the 
topics of premalignant lesions, pigmented lesions and 
fibro osseous lesions with an equal rate of 3.7% (Fig-
ure 1). The study also examined the distribution of 
medical pathology questions by year (Table 1). 

The minimum and maximum accuracy rates of 
the 6 LLMs by year were as follows: Co-pilot (25-
100%), ChatGPT-4 (75-100%), ChatGPT-4o (100-
100%), Gemini 1.5 (50-100%), Gemini 2.0 
(75-100%) and Claude 3 Sonnet (75-100%). GPT-4o 
answered 100% of Pathology questions correctly in 
all 13 exams, while GPT-4 answered 100% of Med-
ical Pathology questions correctly in 11 exams. Gem-

FIGURE 1: Percentage distribution of clinical pathology questions by subject (%)
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ini 1.5, Gemini 2.0, and Claude 3 Sonnet answered 8 
out of 13 exams 100% correctly, while Co-pilot an-
swered 6 out of 100% correctly (Table 2). The mini-
mum and maximum accuracy rates of LLMs 
according to Medical Pathology topics were as fol-
lows: Co-pilot (0-100%), ChatGPT-4 (75-100%), 
ChatGPT-4o(100-100%), Gemini 1.5 (25-100%), 
Gemini 2.0 (25-100%), and Claude 3 Sonnet (50-

100%). While GPT-4o answered all 10 topics 100% 
correctly, GPT-4 answered 8, Gemini 1.5 and Gem-
ini 2.0 answered 7, Claude 3 Sonnet answered 6, and 
Co-pilot answered 4 (Table 3, Figure 2). When the 
correct response rates given by LLMs to basic pathol-
ogy questions were examined, it was seen that other 
LLMs, except for Co-pilot (96%) and Claude 3 Son-
net (96%), reached 100% correct response rate. 

TABLE 1:  Distribution of questions on Medical Pathology in the DSE by year between 2012-2021

DSE: Dentistry Specialization Education Entrance Exam

Topics 2012/1 2012/2 2013/1 2013/2 2014/1 2014/2 2015 2016 2017 2018 2019 2020 2021 Total

Basic pathology 1 2 1 2 2 2 1 2 2 2 3 3 2 25

Clinical pathology 3 2 3 2 2 2 3 2 2 2 1 1 2 27

Cysts - 1 - - 1 1 - - - 1 - - - 4

Benign tumors 1 - 1 1 - - - 1 - - - - 1 5

Malignant tumors - - - - - 1 - - 1 - - 1 - 3

 Soft tissue lesions 1 - - - - - 1 - 1 - - - - 3

Infections - - 2 1 1 - 1 1 - - - - 1 7

Autoimmune diseases 1 - - - - - - - - - 1 - - 2

Premalignant lesions - 1 - - - - - - - - - - - 1

Pigmented lesions - - - - - - - - - 1 - - - 1

Fibro-osseous lesions - - - - - - 1 - - - - - - 1

Total 4 4 4 4 4 4 4 4 4 4 4 4 4 52

Correct response rate (%) 
Co-Pilot GPT-4 GPT-4o Gemini 1.5 Gemini 2.0 Claude 3 Sonnet  

DSE Exams n n (%) n (%) n (%) n (%) n (%) n (%) 
2012/1 4 2 (50) 3 (75) 4 (100) 4 (100) 3 (75) 3 (75) 
2012/2 4 3 (75) 4 (100) 4 (100) 3 (75) 3 (75) 4 (100) 
2013/1 4 3 (75) 4 (100) 4 (100) 4 (100) 4 (100) 3 (75) 
2013/2 4 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 3 (75) 
2014/1 4 2 (50) 4 (100) 4 (100) 2 (50) 3 (75) 3 (75) 
2014/2 4 4 (100) 4 (100) 4 (100) 3 (75) 4 (100) 4 (100) 
2015 4 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 
2016 4 2 (50) 4 (100) 4 (100) 2 (50) 3 (75) 4 (100) 
2017 4 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 
2018 4 1 (25) 3 (75) 4 (100) 4 (100) 3 (75) 3 (75) 
2019 4 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 
2020 4 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 4 (100) 
2021 4 3 (75) 4 (100) 4 (100) 3 (75) 4 (100) 4 (100) 
Total 52 40 (76.92) 50 (96.15) 52 (100) 45 (86.53) 47 (90.38) 47 (90.38) 

TABLE 2:  Comparison of correct answers given by LLMs to Medical Pathology questions asked in the DSE exam by year

DSE: Dentistry Specialization Education Entrance Exam; GPT: Generative Pre-trained Transformer
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While LLMs showed 96% and above correct re-
sponse rate to basic pathology questions, the correct 
response percentage was lower in clinical pathology 
questions. When the correct response rates of LLMs 
to clinical pathology questions were examined, the 
performance was as follows: ChatGPT-4o (100%), 

ChatGPT-4 (92.59%), Gemini 2.0 (81.48%) and 
Claude 3 Sonnet (81.48), Co-pilot (77.77%), Gemini 
1.5 (74.07%). All LLMs gave 100% correct re-
sponses to the questions on malignant tumors, soft 
tissue lesions, premalignant lesions and fibro osseous 
lesions. The lowest correct response rates were de-

Correct response rate (%) 
Co-Pilot GPT-4 GPT-4o Gemini 1.5 Gemini 2 Claude 3 Sonnet 

Topics n n (%) n (%) n (%) n (%) n (%) n (%) 
Basic pathology 25 24 (96) 25 (100) 25 (100) 25 (100) 25 (100) 24 (96) 
Clinical pathology 27 16 (59.3) 25 (92.6) 27 (100) 20 (74.1) 22 (81.5) 23 (85.2) 

Cysts 7 4 (57.14) 7 (100) 7 (100) 4 (57.14) 6 (85.71) 6 (85.71) 
Benign tumors 4 1 (25) 3 (75) 4 (100) 1 (25) 1 (25) 2 (50) 
Malignant tumors 5 2 (40) 4 (80) 5 (100) 4 (80) 4 (80) 4 (80) 
Soft tissue lesions 3 3 (100) 3 (100) 3 (100) 3 (100) 3 (100) 3 (100) 
Infections 3 3 (100) 3 (100) 3 (100) 3 (100) 3 (100) 3 (100) 
Autoimmune diseases 2 1 (50) 2 (100) 2 (100) 2 (100) 2 (100) 2 (100) 
Premalignant lesions 1 1 (100) 1 (100) 1 (100) 1 (100) 1 (100) 1 (100) 
Pigmented lesions 1 0 (0) 1 (100) 1 (100) 1 (100) 1 (100) 1 (100) 
Fibro osseous lesions 1 1 (100) 1 (100) 1 (100) 1 (100) 1 (100) 1 (100) 

Total 52 40 (76.92) 50 (96.15) 52 (100) 45 (86.53) 47 (90.38) 47 (90.38) 

TABLE 3:  Comparison of correct answers given by LLMs according to Medical Pathology topics

GPT: Generative Pre-trained Transformer

FIGURE 2: Comparison of correct answers given by LLMs by pathology subject (%) 
GPT: Generative Pre-trained Transformer 
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tected in the topics of odontogenic/non-odontogenic 
cysts (50%) and benign tumors (76.66%), respec-
tively (Table 3, Figure 2). When the correct response 
rates of LLMs to all questions were examined, the 
performance was as follows: ChatGPT-4o (100%), 
ChatGPT-4 (96.15%), Gemini 2.0 (90.38%) and 
Claude 3 Sonnet (90.38%), Gemini 1.5 (86.53%), 
Co-pilot (76.92%). No statistically significant differ-
ence was observed between the correct response rates 
of LLMs to basic pathology questions (p=0.542). 
However, a statistically significant difference was ob-
served in terms of correct response rates of LLMs in 
clinical pathology questions and all questions 
(p=0.002). ChatGPT-4o and ChatGPT-4 exhibited 
the best performance in clinical pathology questions, 
while Claude 3 Sonnet and Gemini 2.0 followed. 
Gemini 1.5 and Co-pilot exhibited significantly lower 
performance compared to other LLMs. When the per-

formance of LLMs was compared in all questions, 
Co-pilot exhibited the worst performance, similar to 
clinical questions (Table 4, Figure 3). 

 DISCUSSION 
In this study, the correct response rates of Claude 3 
Sonnet, GPT-4, GPT-4o, Gemini 1.5, Gemini 2.0 and 
Co-Pilot models were evaluated for a total of 52 ques-
tions in 13 DSEs conducted between 2012-2021. Ac-
cording to the analysis results, the highest accuracy 
rate of 100% was obtained by GPT-4o in all ques-
tions, followed by GPT-4 (96.15%), Gemini 2.0 
(90.38%) and Claude 3 Sonnet (90.38%), respec-
tively. The lowest correct response rate was observed 
in the Co-pilot model with 76.92%. Statistically sig-
nificant differences were observed in terms of correct 
response rates among the LLMs included in the study 
(p<0.05). 

Correct response rate (%)  
Co-Pilot GPT-4 GPT-4o Gemini 1.5 Gemini Claude 3 Sonnet 

n n (%) n (%) n (%) n (%) n (%) n (%) p value 
Basic pathology 25 24 (96) 25 (100) 25 (100) 25 (100) 25 (100) 24 (96) 0.542 
Clinical pathology 27 16 (59.3)d 25 (92.6)a 27 (100)a 20 (74.1)c 22 (81.5)b 23 (85.2)b 0.002* 
Total 52 40 (76.92)c 50 (96.15)a 52 (100)a 45 (86.53)b 47 (90.38)b 47 (90.38)b 0.002* 

TABLE 4:  Comparison of accuracy rates of six LLMs in basic pathology, clinical pathology and all questions

*p<0.05. Different superscripts in each row indicate statistically significant difference between groups. GPT: Generative Pre-trained Transformer

FIGURE 3: Comparison of correct answers of LLMs in Basic Pathology, Clinical Pathology and All questions (%) 
GPT: Generative Pre-trained Transformer 
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In recent years, some studies have been con-
ducted to evaluate the performance of LLM models 
in answering questions asked in the dentistry spe-
cialization exam in Türkiye. Sismanoglu and Çapan 
compared ChatGPT 4 with Gemini Advanced in the 
2020-2021 DSE exams, and ChatGPT-4 outper-
formed Gemini Advanced in both exams. In this 
study, ChatGPT-4 achieved a correct response rate of 
83.3% in the 2020 exam and 80.5% in the 2021 
exam, while Gemini Advanced achieved a correct re-
sponse rate of 65-60.2% in the exams in the same 
years, respectively.22 In a recent DSE exam con-
ducted by Tassoker in Türkiye, the correct response 
rates of the four major LLMs in answering questions 
in the field of radiology were compared, and the high-
est correct response rate of 86.1% was achieved by 
GPT-4o, followed by Bard (61.8%), GPT-4 (43.9%), 
and Co-Pilot (41.5%). It has been emphasized that 
GPT 4o has the potential to serve as a reliable source 
of information for both healthcare professionals and 
the general public.23 Similar results were obtained in 
this study, with GPT-4o showing the best perfor-
mance, followed by GPT-4, Claude 3 Sonnet, Gem-
ini 2.0 and Gemini 1.5, respectively. Similarly, 
Co-pilot showed the lowest correct response rate. 

In this study, the correct response rates of LLMs 
were examined under the titles of basic pathology and 
clinical pathology. While most of the LLMs an-
swered questions close to 100% correctly in the basic 
pathology field, only GPT-4o answered 100% cor-
rectly in the clinical pathology field. Benirschke et 
al. evaluated the performance of GPT-4 on 61 pathol-
ogy questions, and GPT-4 showed an accuracy rate of 
98%, similar to the GPT-4o we used in our study. It 
was also revealed that 82% of the answers given by 
GPT-4 included all the information. Researchers have 
stated that GPT-4 can be used to help a pathologist 
or healthcare provider answer questions.24 Similarly, 
Daungsupawong et al. in a study evaluating the per-
formance and usefulness of GPT-4 in the field of 
pathology, emphasized that GPT-4 showed similar 
performance in anatomical and clinical pathology 
fields and that GPT-4 could be useful in the field of 
pathology.25  

In a study comparing ChatGPT and Bard (now 
called Gemini) in pathology questions conducted in 

Thailand, GPT-4 achieved a 100% correct response 
rate in questions containing clinical information, 
while Bard achieved a correct response rate of 87.2%. 
The researchers stated that GPT-4 was superior to 
Bard in terms of performance, and that Bard tended 
to give reasonable but incorrect answers. Therefore, 
they emphasized that AI should be integrated in med-
ical education in a careful and controlled manner.26 
Our study results, similar to the findings of this study, 
revealed that both GPT-4o and GPT-4 models pro-
vided clear superiority over Gemini 1.5 and Gemini 
2.0 models in clinical pathology and all questions. 
While GPT 4o answered basic pathology, clinical 
pathology and all questions correctly, GPT-4 an-
swered 100% of basic pathology questions and ex-
hibited a correct response rate of over 90% in clinical 
pathology and all questions (92.6-96.15%, respec-
tively). On the other hand, Gemini models answered 
100% of basic pathology questions correctly, while 
Gemini 1.5 answered over 70% in clinical pathology 
and all questions (74.1-86.53%, respectively), and 
Gemini 2.0 answered over 80% in clinical pathology 
and all questions (81.5-90.38%, respectively). 

In a study conducted by Huang et al. in Taiwan 
to evaluate the performance of ChatGPT in medical 
licensing exams, GPT-4 was asked a total of 75 
pathology questions, and the correct answer rates for 
each year were 2022/1 (100%), 2022/2 (80%), and 
2023 (84%). In the study, GPT-4 achieved a total cor-
rect answer rate of 86.7% in pathology questions. The 
researchers suggested that ChatGPT could be a use-
ful tool for learning and exam preparation for medi-
cal students and specialists. They also stated that 
ChatGPT has the potential to improve the accessibil-
ity of medical education and support continuing ed-
ucation for medical specialists.27 In this study, 
GPT-4o and GPT-4 models were asked a total of 52 
pathology questions, and GPT-4o correctly answered 
100% of the pathology questions in all exams con-
ducted between 2012-2021. ChatGPT-4, on the other 
hand, showed a 75% correct response rate in 2 exams 
(2012/1 and 2018), while it showed a 100% correct 
response rate in all other 11 exams, and achieved an 
average success rate of 96.15% in all exams. 

The evaluation of radiographic and visual data 
is of great importance in dentistry practices. How-
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ever, there were no questions containing images in 
our study. It has been reported in the literature that 
ChatGPT-4V achieved only a 35% accuracy rate in 
image-based Japanese National Dentist Examination 
questions.28 Interpreting complex data contained in 
images (such as radiographs and pathology images) 
requires integrated clinical knowledge and experi-
ence. This explains why existing LLMs perform less 
well in such questions. In the study, it was empha-
sized that ChatGPT-4V does not yet provide suffi-
cient reliability in image recognition and 
interpretation, and therefore should be used with cau-
tion as an educational or decision support tool in the 
fields of medicine and dentistry. 

Sinha et al. in their study, ChatGPT showed a re-
lational level accuracy rate of over 80% (average 
86%) in 100 pathology questions requiring high-level 
reasoning, and each question was solved in an aver-
age of 45.31±7.14 seconds. There was no difference 
between the scores of the answers given to questions 
asked from various organ systems in the pathology 
course. The researchers stated that academics or stu-
dents can get help from these LLM programs to solve 
reasoning-type questions.29 In our study, while no sta-
tistically significant difference was observed between 
the correct answers given by LLMs to basic pathol-
ogy questions, a significant difference was observed 
between the correct answers of LLMs to clinical 
pathology and all questions (p<0.05). It is also note-
worthy that the percentage of correct answers given 
by LLMs to clinical pathology questions was gener-
ally lower than to basic pathology questions. This 
shows that AI-based tools need to develop in terms of 
clinical reasoning, critical thinking, and interpreting 
multiple pieces of information together. Therefore, it 
should be kept in mind that these technologies still 
do not reach the level of in-depth knowledge and in-
terpretation skills that human experts have. The study 
highlights this difference as a necessity for ongoing 
research and improvement efforts in the development 
of AI technologies. 

Although most studies in the literature demon-
strate the potential of LLMs as educational support 
tools, LLMs still have some limitations. It is clear that 
LLMs lag behind human experts, especially in mat-
ters such as clinical decision making, analyzing mul-

tidimensional scenarios, and ethical reasoning. In ad-
dition, the fact that these models sometimes tend to 
present incorrect or imaginary information as if it 
were true reveals the need for careful use.14 LLMs are 
not considered appropriate to replace diagnosis, treat-
ment planning, or clinical judgment in professional 
dental practice. In conclusion, these findings indicate 
that LLMs can make significant contributions, espe-
cially in exam-based medical education, and empha-
size that these technologies should be used as a 
complementary tool to traditional education and as a 
tool to support human expertise. 

This study has some limitations and the findings 
should be interpreted within this framework. Ques-
tions containing figures and images were not asked 
to LLMs. This means that the performance of these 
models against questions based on image analysis 
cannot be measured. The exclusion of visual content 
from the evaluation has shown itself with limited ac-
curacy rates even in models with visual processing 
capabilities such as ChatGPT-4V.2 Another limita-
tion is that each question was asked to LLMs only 
once and the responses were analyzed based on this 
single evaluation. However, it is known that LLMs 
can give different answers to the same question at dif-
ferent times.14,23 Therefore, asking the same questions 
more than once can provide more reliable results in 
terms of the consistency of the responses and the sta-
bility of the model. In this study, a total of 52 ques-
tions were asked to 6 different models and 306 
question-answer transactions were performed. The 
number of samples can be expanded for more con-
sistent results. Finally, only the accuracy rates of the 
responses given by LLMs were evaluated; the con-
tent, scientific adequacy and logical consistency of 
the explanations were excluded from the scope of the 
analysis. However, assessing whether AI models pro-
duce reliable information in a clinical context re-
quires examining not only the answer accuracy but 
also the scientific validity of the explanatory ratio-
nales.14 Despite all these limitations, this study is one 
of the first to comparatively evaluate the correct re-
sponse rates of leading LLMs using pathology ques-
tions in the DSE. It is of great importance that future 
studies focus on evaluating the performance of LLMs 
more comprehensively, especially in terms of multi-
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lingual content, visual analysis capacity, and clinical 
reasoning levels. 

 CONCLUSION 
The LLMs evaluated in this study performed quite 
successfully on the pathology questions asked in the 
DSE exam in Türkiye. ChatGPT-4o showed excel-
lent performance by answering all questions 100% 
correctly. GPT-4o was followed by GPT-4 (96.15%), 
Gemini 2.0 (90.38%), Claude 3 Sonnet (90.38%), and 
Gemini 1.5 (86.53%). The lowest accuracy rate was 
observed in the Co-pilot model with 76.92%. The 
study findings revealed that there were statistically 
significant performance differences among LLMs. 
This suggests that models may exhibit different lev-
els of success depending on the level of knowledge, 
language processing ability, and content of training 
data. Despite all the limitations, this study demon-
strates that LLMs have the potential to be used as a 
complementary digital learning tool, especially in 
dentistry pathology education. Further research is 
needed to increase the reliability of LLMs, evaluate 
their performance in different languages   and special-

ties, and make the use of models more systematic in 
clinical contexts. 
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