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ABS TRACT Objective: This study aimed to evaluate the quality, read-
ability, actionability, and guideline adherence of medical information pro-
vided by artificial intelligence chatbots (AICs) regarding treatment options 
for primary bladder pain syndrome (PBPS). Material and Methods: Four 
AICs were queried with the question: “What treatments are available for 
bladder pain syndrome?”. Their responses were evaluated by 5 expert urol-
ogists using DISCERN Patient Education Materials Assessment Tool for 
Print Materials (PEMAT-P), the Web Resource Rating (WRR), the Cole-
man-Liau Index, and a guideline adherence Likert scale based on the Euro-
pean Association of Urology (EAU) guidelines. Data were analysed and 
reported using median (minimum-maximum) values for subjective scores 
and mean values for word count and readability. Results: Perplexity and 
Gemini achieved the highest median DISCERN scores (52), followed by 
Copilot and Chat Generative Pretrained Transformer (ChatGPT). Under-
standability was highest for Perplexity (75%), while actionability remained 
low across all platforms. Perplexity achieved the best WRR score (44.2), 
while ChatGPT scored the lowest (14.3). Readability analysis showed that 
AIC responses required a university-level education for comprehension, 
with Coleman-Liau Index scores ranging from 16.02 to 19.35. Guideline 
adherence according to EAU was moderate, with ChatGPT and Perplexity 
scoring highest (4/5). Conclusion: Although AICs demonstrated moderate 
to good reliability and understandability in providing information about 
PBPS treatment, concerns regarding high reading complexity and low ac-
tionability remain. AICs offer promising supplementary tools for patient ed-
ucation, but significant improvements in readability, actionable guidance, 
and clinical accuracy are needed before broader implementation in urolog-
ical practice. 
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ÖZET Amaç: Bu çalışma, yapay zekâ destekli chatbotların [artificial in-
telligence chatbots (AIC)] primer mesane ağrı sendromu (PMAS) tedavi se-
çenekleriyle ilgili sağladıkları tıbbi bilgilerin kalite, okunabilirlik, 
uygulanabilirlik ve kılavuz uyumluluğunu değerlendirmeyi amaçladık. 
Gereç ve Yöntemler: Dört AIC’ye “ağrılı mesane sendromu için hangi te-
davi seçenekleri mevcuttur?” sorusu yöneltildi. Cevapları 5 uzman ürolog ta-
rafından DISCERN, PEMAT-P (Patient Education Materials Assessment 
Tool for Print Materials), Web Kaynağı Derecelendirmesi [the Web Reso-
urce Rating (WRR)], Coleman-Liau İndeksi ve Avrupa Üroloji Derneği kı-
lavuzuna uyumluluğu Likert ölçeği kullanılarak değerlendirildi. Veriler, 
öznel puanlar için medyan (minimum-maksimum) değerler ve kelime sa-
yısı ile okunabilirlik için ortalama değerler kullanılarak analiz edildi ve ra-
porlandı. Bulgular: Perplexity ve Gemini en yüksek medyan DISCERN 
puanını (52) elde etti, ardından Copilot ve “Chat Generative Pretrained 
Transformer” (ChatGPT) geldi. Anlaşılırlık en yüksek Perplexity’de (%75) 
bulunurken, uygulanabilirlik tüm platformlarda düşük kaldı. Perplexity en 
iyi WRR puanını (44,2) alırken, ChatGPT en düşük puanı (14,3) aldı. Oku-
nabilirlik analizi, AIC yanıtlarının anlaşılması için üniversite düzeyinde bir 
eğitim gerektirdiğini gösterdi; Coleman-Liau İndeksi puanları 16,02-19,35 
arasında değişti. Avrupa Üroloji Derneği [European Association of Urology 
(EAU)] kılavuzlarına uyumluluk orta düzeyde bulunurken; ChatGPT ve 
Perplexity en yüksek puanı aldı (Likert 4). Sonuç: AIC’ler, PMAS tedavi 
bilgisi sağlama konusunda orta ile iyi düzeyde güvenilirlik ve anlaşılırlık 
göstermiş olsa da, yüksek okuma zorluğu ve düşük uygulanabilirlik konu-
larında endişeler devam etmektedir. AIC, hasta eğitimi için umut verici ta-
mamlayıcı araçlar sunsa da, ürolojik uygulamalarda daha geniş kullanım 
öncesinde okunabilirlik, uygulanabilir rehberlik ve klinik doğruluk açısın-
dan önemli iyileştirmelere ihtiyaç duymaktadır. 
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Primary bladder pain syndrome (PBPS) is a con-
dition characterized by an unpleasant sensation, such 
as pain, pressure, or discomfort, perceived to be re-
lated to the bladder and accompanied by lower uri-
nary tract symptoms lasting for more than 6 weeks, 
without any identifiable infection or other underly-
ing causes.1,2 The cause of PBPS is not well under-
stood, leading to a complex treatment approach that 
includes behavioral modifications, medications, in-
travesical treatments, and, in severe cases, surgery.3,4 

With the rapid development of artificial intelli-
gence (AI) chatbots (AICs), various AI models such 
as Chat Generative Pretrained Transformer (Chat-
GPT), Perplexity, Gemini, and Copilot have become 
widely used tools for obtaining health-related infor-
mation. These models provide quick and accessible 
answers to medical queries. However, concerns re-
main regarding the accuracy, reliability, and clinical 
applicability of chatbots’ generated medical infor-
mation. Misinformation and incomplete content on 
health websites can lead to confusion for both pa-
tients and healthcare professionals. It’s important to 
ensure that information from AIC is accurate, reli-
able, and relevant. This is especially crucial in fields 
where clear and evidence-based recommendations 
are necessary. This study aims to assess the quality, 
consistency, and adherence of AICs’ generated in-
formation to established clinical guidelines. By com-
paring AI responses with expert evaluations and 
guideline recommendations, we seek to determine the 
potential role and limitations of AI tools in providing 
medical information in urology.  

 MATERIAL AND METHODS 
The study involved querying four AIC (ChatGPT, 
Perplexity, Gemini, and Copilot) with the question: 
“What treatments are available for bladder pain syn-
drome?” The responses from each AIC model were 
evaluated by 5 expert urologists. This study is a cross-
sectional methodological evaluation of AIC gener-
ated medical information, aiming to assess the 
quality, readability, and guideline adherence of the 
provided content. As this study did not involve 
human subjects, animal subjects or identifiable pa-
tient data therefore ethical approval was not required. 
However, the research was conducted in line with 

ethical principles consistent with the Declaration of 
Helsinki. 

Five validated tools were used to assess the 
AlCs’ responses: DISCERN Patient Education Ma-
terials Assessment Tool for Print Materials (PEMAT-
P), the Web Resource Rating (WRR) tool, the 
Coleman-Liau Index (CLI) and Likert scale. 

DISCERN is a 16-question tool scored on a Lik-
ert scale (1-5) to assess reliability and quality. Ques-
tions 1-8 measure reliability, questions 9-15 assess 
the quality of treatment information, and question 16 
provides an overall rating. Total scores were catego-
rized as follows: Excellent (63-75), Good (51-62), 
Moderate (39-50), Poor (27-38), Very Poor (15-26). 
PEMAT-P evaluates understandability (questions 1-
19) and actionability (questions 20-26) of patient ed-
ucation materials. Scores were calculated as 
percentages ranging from 0 to 100%. WRR consists 
of 13 questions: questions 1-6 assess evidence-based 
criteria. Questions 7-13 assess transparency and us-
ability criteria. Scores were evaluated on a 100-point 
scale. 

CLI is a readability formula that assesses the dif-
ficulty of a text by analyzing average word and sen-
tence length. It calculates a readability score, 
indicating the U.S. grade level required to compre-
hend the passage. Guideline Compatibility Assess-
ment Treatment options were evaluated using a 
5-point Likert scale: a score of 1: serious or exten-
sive deficiencies, and a score of 5: minimal deficien-
cies. 

The 16-question DISCERN assessment under-
went Intraclass Correlation Coefficient (ICC) analy-
sis to determine inter-rater reliability. The ICC result 
was 0.801 [95% confidence interval (CI): 0.708-
0.871; p<0.0001], indicating strong agreement among 
evaluators. Other assessment tools were not subjected 
to ICC testing, as their scoring was based on objec-
tive data using agree/disagree criteria. Scoring sys-
tems and the consistency of treatment 
recommendations were reported as median values 
(minimum-maximum), while word count and CLI 
scores were presented as mean values. Data analyses 
were performed using SPSS Statistics (version 25, 
IBM Corp., Armonk, NY, USA).  
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 RESULTS 
The evaluation of AICs’ responses using multiple as-
sessment tools provided insights into the quality, 
readability, and clinical applicability of the informa-
tion provided by ChatGPT, Perplexity, Gemini, and 
Copilot regarding PBPS treatments. 

DISCERN score, which measures the reliability 
and quality of consumer health information, showed 
variation among the AI models. Perplexity and Gem-
ini achieved the highest median total DISCERN 
scores, both with a score of 52 (Perplexity: 49-46; 
Gemini: 51-58). They were followed by Copilot with 
a score of 48 (range: 45-51) and ChatGPT with 44 
(range: 41-49). While Perplexity and Gemini demon-
strated better adherence to quality and reliability met-
rics, none of the AI-generated responses achieved an 
“Excellent” rating based on the DISCERN scoring 
system (Table1). 

According to the PEMAT-P tool used to assess 
understandability, Perplexity had the highest score 
with a median of 75 (range: 71-86.6), followed by 
Gemini at 71 (69-75), Copilot at 64 (62-66.6), and 
ChatGPT at 60 (58-66.6). This indicates that Per-
plexity and Gemini produced content that was more 
easily comprehensible to a general audience. How-
ever, actionability scores were consistently low 
across all AI models, with ChatGPT, Perplexity, and 
Gemini scoring 20, and Copilot scoring 0. This sug-
gests that while the responses provided information, 
they lacked clear guidance on actionable steps that 
patients could take based on the content. 

The WRR tool evaluates transparency, usability, 
and evidence-based quality of information. The high-
est WRR score was observed in Perplexity (44.2), fol-
lowed by Gemini (38.2), Copilot (28.9), and 
ChatGPT (14.3). These results suggest that Perplex-
ity responded with the best structural transparency 
and source credibility, while ChatGPT scored the 
lowest in this domain. 

The CLI, which assesses readability by estimat-
ing the grade level required to comprehend a text, 
showed that Perplexity’s responses were the most dif-
ficult to read (19.35), followed by Gemini (17.74), 
Copilot (16.65), and ChatGPT (16.02). These scores 
indicate that AI-generated content is written at a uni-
versity-level reading complexity, making it less ac-
cessible for the general public. Regarding word 
count, ChatGPT generated the longest responses (357 
words), followed by Perplexity (337 words), Gemini 
(276 words), and Copilot (234 words). 

The expert panel evaluated the compatibility of 
AI-generated treatment recommendations with Euro-
pean Association of Urology (EAU) guidelines on a 
5-point Likert scale. ChatGPT and Perplexity 
achieved the highest compatibility score (Likert 4), 
whereas Gemini and Copilot scored slightly lower 
(Likert 3). These results suggest that while AI-gen-
erated content aligns moderately well with estab-
lished guidelines, discrepancies and gaps remain. 

 DISCUSSION 
The findings of this study highlight both the potential 
and limitations of AICs in providing medical infor-

 ChatGPT Perplexity Gemini Copilot 
Total DISCERN score 44 (41-49) 52 (49-46) 52 (51-58) 48 (45-51) 
PEMAT-P understandability 60 (58-66.6) 75 (71-86.6) 71 (69-75) 64 (62-66.6) 
PEMAT-P actionability 20 (0-40) 20 (0-33) 20 (20-40) 0 (0-40) 
WRR 14.3 44.2 38.2 28.9 
Word count 357 337 276 234 
CLI 16.02 19.35 17.74 16.65 
Likert 1-5 (compatibility of the treatment options offered with the EAU guidelines 1-5) 4 4 3 3 

TABLE 1:  Comparison of AI Chatbot Responses on PBPS Treatment

ChatGPT: Chat Generative pretrained transformer; PEMAT-P: Patient education materials assessment tool for print materials; WRR: The Web resource rating tool;  
CLI: Coleman-Liau Index; EAU: European Association of Urology
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mation about PBPS. Our evaluation using validated 
assessment tools demonstrated that while AI-gener-
ated responses exhibit moderate to good quality and 
reliability, significant concerns remain regarding their 
readability, actionability, and adherence to clinical 
guidelines. 

The DISCERN scores indicate that Perplexity 
and Gemini produced the most reliable and high-
quality responses, followed by Copilot and ChatGPT. 
These findings align with previous research evaluat-
ing AI-generated medical information, which has 
noted that while AI models can provide generally ac-
curate and well-structured content, variability in qual-
ity exists across different platforms.5 In studies 
assessing AIC responses to cancer-related queries, 
similar trends were observed, where AI-generated re-
sponses were generally accurate but lacked the depth 
and context required for nuanced clinical decision-
making.6 

Our results demonstrate that AI-generated con-
tent is often written at a university-level reading com-
plexity, with the CLI scores indicating that most 
responses require an advanced education level to 
fully comprehend. This is consistent with previous 
studies that have shown that AI-generated medical 
information is frequently too complex for the general 
public.7 The readability barrier is a critical concern, as 
effective patient education materials should ideally 
be written at a 6th to 8th-grade reading level to ensure 
broad accessibility. Our findings regarding the low 
actionability and high reading complexity of AI-gen-
erated content align with those of Erkan et al. who 
demonstrated that AICs produced information that 
was difficult to read and lacked personalized, stage-
specific treatment guidance for patients with urogen-
ital cancers.8 

Despite reasonable reliability and readability, ac-
tionability scores were notably low across all AI 
models, suggesting a lack of clear, patient-centered 
guidance on next steps. This finding corroborates 
prior research that has found AI-generated responses 
to be informative but lacking in practical, actionable 
recommendations.6 Given that patient comprehension 
and engagement are essential for effective disease 
management, the inability of chatbots to provide 

structured, step-by-step guidance limits their useful-
ness in clinical settings .9 Similarly, recent reviews 
have highlighted that generative AICs offer valuable 
support for patient education and administrative tasks 
in urology but remain limited in accuracy and in han-
dling complex clinical decisions.10 

Our Likert scale assessment of guideline adher-
ence showed moderate agreement between AI-gen-
erated treatment recommendations and established 
guidelines, with ChatGPT and Perplexity scoring the 
highest. Previous studies evaluating AI-driven med-
ical responses have similarly reported that while AI 
models can produce evidence-based content, they 
may omit important nuances or fail to prioritise 
guideline-recommended treatments.11 The integration 
of real-time guideline updates into AI models could 
enhance their clinical relevance and reliability in 
medical decision-making. 

This study has several limitations. First, AICs 
are continually evolving, and newer versions may 
demonstrate improved accuracy, readability, and 
compliance with clinical guidelines. Second, al-
though our expert panel provided a thorough evalua-
tion, subjective bias might have influenced the 
interpretation of responses. Third, AICs are unable to 
offer personalized medical advice, which remains a 
significant limitation in their use as patient education 
tools tools.12 

Future research should focus on improving AIC 
outputs by incorporating real-time medical updates, 
enhancing readability through patient-centered lan-
guage optimization, and refining responses to im-
prove actionability. Additionally, regulatory 
oversight and AI-specific clinical guidelines will be 
necessary to ensure safe and effective use of AICs in 
urology and other medical specialties. 

 CONCLUSION 
The rapid expansion of AICs in healthcare has intro-
duced new possibilities for providing medical infor-
mation to patients and healthcare professionals. This 
study assessed the quality, readability, and guideline 
adherence of AI-generated responses regarding treat-
ment options for PBPS. While AI Cs such as Chat-
GPT, Perplexity, Gemini, and Copilot demonstrated 



555

moderate to good reliability, readability concerns and 
a lack of actionable guidance highlight key limita-
tions in their application. 

Perplexity and Gemini exhibited the highest 
overall quality and understandability, whereas Chat-
GPT and Copilot lagged slightly behind. However, 
all chatbots struggled with actionability, meaning 
their responses lacked clear, step-by-step recommen-
dations for patients. Additionally, readability scores 
indicated that AI-generated content is often too com-
plex for a general audience, making accessibility a 
concern. Although AI models showed moderate com-
patibility with established clinical guidelines, dis-
crepancies and omissions remain, emphasizing the 
need for further refinement. 

Moving forward, integrating AI Cs with real-
time medical databases, improving readability 
through patient-centered language, and enhancing ac-
tionability with structured recommendations will be 
crucial to increasing their clinical utility. While AI 
Cs offer promising supplementary tools for dissemi-
nating medical information, they should not replace 
professional medical guidance. Future research and 
regulatory oversight will be essential to ensuring AI-

driven healthcare information is accurate, under-
standable, and aligned with evidence-based guide-
lines. 
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