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Many studies are conducted to investigate the relationships between variables or determine the factors 

that affect the interested variable significantly. Regression based techniques or approaches (i.e. multiple lin-

ear regression and logistic regression) are commonly used for these purposes.
1
 Two other techniques which 

can be able to use for the same purposes are Automatic Linear Modeling (ALM) and Classification and Re-

gression Tree (CART).
2,3

 Since they are graphical techniques, they have some important advantages over 
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ABSTRACT Objective: When results of simulation studies are 
examined, it is seen that there are noticeable differences among the 

simulation results due to differences in the experimental conditions. 

This study aim at re-evaluating the results of 35 simulation studies 
carried out the same purpose by using graphic techniques. Material 

and Methods: Type I error estimates of 35 simulation studies car-

ried out under different experimental conditions (pairing type, vari-
ance ratio, sample size ratio, number of simulation, skewness, kur-

tosis, total sample size, equality of sample size, and number of 

group) were used as a material of this study. Two different graph-
ical techniques, namely Automatic Linear Modeling and Regression 

Tree Analysis were used in evaluating Type I error estimates of 

these studies. Results: Statistical analyses results indicated that the 
results of simulation studies were affected by different factors and 

these factors should be considered in order to get more reliable and 

stable estimates. It was observed that the most important factors 
affecting Type I error estimates were as pairing type, variance ratio, 

number of simulation, and sample size ratio. Therefore, these fac-

tors can be considered the primary factors that might cause getting 
different results among the studies. Conclusion: Both methods are 

promising and can be used efficiently to determine the factors that 

affect the response variable when there is a large and complex data 
set. 
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ÖZET Amaç: Simülasyon çalışmalarının sonuçları incelendiğinde, 
deneysel koşullardaki farklılıklardan dolayı simülasyon sonuçları 

arasında önemli farklılıklar olduğu görülmektedir. Bu çalışma, aynı 

amaçla yürütülen 35 simülasyon çalışmasının sonuçlarının, grafik 
teknikler kullanılarak yeniden değerlendirilmesini amaçlamaktadır. 

Gereç ve Yöntemler: Eşleştirme tipi, varyans oranı, örnek genişli-

ği oranı, simülasyon sayısı, eğrilik ve diklik katsayıları, toplam ör-
nek genişliği, örnek genişliğinin eşitliği ve grup sayısı gibi farklı 

deneysel koşullarda gerçekleştirilen 35 simülasyon çalışmasının Tip 

I hata tahminleri, bu çalışmanın materyali olarak kullanılmıştır. 
Veri setinin analizinde, Otomatik Doğrusal Modelleme ve Regres-

yon Ağacı Analizi olmak üzere 2 farklı grafik tekniği kullanılmıştır. 

Bulgular: Yapılan istatistiksel analiz sonucunda, dikkate alınan 
simülasyon çalışmaları sonuçlarının farklı faktörlerden etkilendiği-

ni, daha güvenilir ve istikrarlı tahminlerin elde edilebilmesi için 

tespit edilen faktörlerin dikkate alınması gerektiğini göstermiştir. 
Tip I hata tahminlerini etkileyen en önemli faktörlerin ise sırasıyla 

eşleştirme tipi ya da varyans oranları ile örnek genişlikleri arasın-

daki ilişkiler, varyans oranı, çalışmada dikkate alınan simülasyon 
sayısı ve örneklem büyüklüğü oranı olduğu görülmüştür. Bu bulgu-

lardan hareketle bu 4 faktörün, çalışmada dikkate alınan 35 simü-

lasyon çalışması sonucunda elde edilen Tip I hata olasılıklarının 
farklılaşmasında başlıca rol oynayan faktörler oldukları sonucuna 

varılabilir. Sonuç: Her iki yöntem de umut vericidir, büyük ve 

karmaşık bir veri kümesi olduğunda yanıt değişkenini etkileyen 
faktörleri belirlemek için verimli bir şekilde kullanılabilir. 
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traditional regression analyses like multiple regression and logistic regression. One of the major advantages 

of these techniques is that they enable researchers to investigate the complex relations among any types of 

variables. By using these techniques in a correct way, it will also be possible to uncover latent relations be-

tween/among the variables and to determine important factors that affect on interested variable(s). One of the 

other advantages of these techniques is that it is easy to understand and interpret the analysis results.
1,2,4,5

 

Morgan reported that CART analysis is a simple and powerful analytic tool that helps researchers to deter-

mine the most important factors in a dataset, and craft a potent explanatory model.
6
 Simulation studies are 

increasingly being used in many areas such as statistics, engineering, physics, military, and chemistry. Simu-

lations studies are generally used in statistics for the purpose of: a) comparing performance (e.g. Type I error 

rate and test power) of different statistical methods, b) evaluating consequences of violation of assumptions 

(e.g. normality and homogeneity of variance for t-test or ANOVA), c) determining optimum sample size of a 

statistical method during the planning phase of a study, d) obtaining the sampling distribution for a statistic 

(Learn how a statistic may vary from sample to sample by drawing sufficiently large number of random 

samples from a specific population), e) obtaining critical table values for a statistical test (i.e. t-test, 

ANOVA, Spearman-Rank corr, Tetrachoric corr, etc.), especially when the test statistic doesn’t have a 

closed form distribution, f) obtaining parameter estimation, g) finding solutions to mathematical problems 

that cannot easily be solved, and ı) Obtaining approximate solutions to mathematical problems (probabil-

ity).
7-11

 

When literature related to simulation studies is examined, it is seen that there is an obvious variation 

among the simulation studies due to differences in experimental conditions in terms of Type I error and test 

power estimates, even when conducted for the same purpose. A simple literature search shows that the Type 

I error estimates vary from 0.00% to 40.00%.
8,9,12-14,15-42

 Significant differences among the estimates make 

the reader confused and cause to have trouble determining which test is more appropriate to use. From this 

point of view, the results of some previous simulation studies were re-evaluated by using two different 

graphical methods. Thus, both it will be possible to determine the variables that affect the performance of the 

tests the most, and to estimate the amount of changes in the Type I error rate when there is one unit increase 

in experimental conditions.  

    MATERIAL AND METHODS 

In this study, Type I error estimates of 35 simulation studies carried out under different pairing type 

(PT), variance ratio (VR=Varmin/Varmax), sample size ratio (SSR) (ratio of the numbers of observations 

in the groups to be compared), number of simulation (SN), skewness (Sk), kurtosis (Kr), total sample 

size (TSS), equality of sample size (ESS), and number of group (NG) were re-evaluated by using two 

graphical techniques namely ALM and Regression Tree Analysis (RTA). Pairing type stands for rela-

tion between sample size and variance of the population which samples are taken. If the number of ob-

servations in the group with a large variance is higher, direct pairing is in question. On the other hand, 

if the number of observations in the group with the largest variance is the lowest, then there is inverse 

pairing is in question. The Type I error estimates under those experimental conditions were taken as d e-

pendent or output variable. Other experimental conditions were added to the models as independent 

variables. After terminal nodes (homogeneous subgroups) were formed, analysis of means (ANOM) 

Technique was used in order to compare the means of the terminal nodes in terms of Type I error est i-

mates. 

AUTOMATIC LINEAR MODELING 

ALM, is considered relatively a new method, introduced in SPSS software (version 19 and up), enabling re-

searchers to select the best subset automatically especially when there are a large numbers of variables. In 

ALM, the predictor variables are automatically transformed in order to provide an improved data fit, and 
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SPSS uses rescaling of time and other measurement values, outlier trimming, category merging and other 

methods for the purpose.
3,43,44

  

REGRESSION TREE ANALYSIS 

RTA is a recursive partitioning method for predicting continuous predictor variables and it has become in-

creasingly popular for all branches of sciences especially in the presence of large and complex data sets. 

Since it does not require any priori assumptions about the nature of the relationships among the dependent 

and independent variables and allows for the possibility of interactions and non-linearities among variables 

the RT has clear advantages over classical statistical methods.
1,2,45-48

 Yang et al. reported that the tree-based 

regression models are popular in literature due to their flexibility to model higher order non-linearity and 

great interpretability.
49

 RTA was used for three purposes in general: a) to investigate the complex relations 

between dependent and independent variables, b) to determine the combinations of factors that provide the 

protection of the Type I error rate at 0.05 level and, c) to determine the factor that affect the Type I error 

rates of the simulation studies.  

    RESULTS  

RESULTS OF AUTOMATIC LINEAR MODELING 

Results of the ALM are presented in Figure 1, Figure 2, Figure 3, and Figure 4. In determining an appropri-

ate model for fit our data set, many models have been run (not discussed here) and it has been observed that 

except the model has been used in this study (-4.982) the other models have large information criterion val-

ues and above). The accuracy level of the model which is equivalent to the adjusted R-squared value used to 

fit data and estimate the changes in Type I error rates is found to be 74.6%, means that our model is a good 

one which can be able to use in fitting and estimating process (Figure 1). 

The lower the information criterion is, the better the model is compared to models with a higher infor-

mation criterion. Since the model used here has been the lowest information criterion value compared to the 

many other models (not discussed in this document), this model has been preferred in investigating the rela-

tions between the Type I error rate and independent variables (experimental conditions). 

           

FIGURE 1: Accuracy level of the model. 

 

Importance levels of the predictors have been presented in Figure 2. The importance value is defined as 

the percent improvement with respect to the most important predictor. Figure 2 shows the predictors in the 

final model in rank order of importance. For linear models, the importance of a predictor is the residual sum 

of squares with the predictor removed from the model, normalized so that the importance values sum to 1. 

When Figure 2 is examined, it is seen that the most important variables or factors that affect alpha estimates 

are PT, VR, SSR, and SN. Therefore, it can be concluded that the factors related to sample size, relations be-

tween sample size and VR, and SN should be taken into consideration in order to get reliable and stable es-

timates when comparing the performances of tests that can be used for the same purpose. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/nonlinearity
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FIGURE 2: Importance levels of the variables or predictors. 

 

After the most important factors or variables are determined, the ALM is re-run using just importance 

variables namely PTs, VR, SSR, and SN (Figure 2). The final results of ALM are presented in Figure 3, and 

Figure 4. 

 

FIGURE 3: Diagram for showing statistical significance of variables or factors. 

 

This diagram is corresponding to the ANOVA table after multiple linear regression analysis. The pre-

dictors are ordered from top to bottom in order of importance levels, and the thickness of each line shows the 

statistical significance (p values) of the relevant effect. As it is seen from the diagram in Figure 3, the PT is 
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the most important predictor or the factor affect the Type I error estimates, and it is followed by VR, SSR, 

and SN based on importance levels of them. Effect of all four predictors are statistically significant 

(p=0.001). Based on the results of Figure 3, the regression equation for predicting the alpha is created as al-

pha=0.131-0.102PT+0.076VR+0.031SSR-0.041NS. The interpretation of the coefficients of this equation is 

the same as traditional multiple regression coefficients. 

 

 

FIGURE 4: Diagram for showing detailed parameter estimates, their signs, and statistical significance of the variables. 

 

This diagram displays the parameter estimate, importance level, and statistical significance of each 

predictor (Figure 4). Connecting lines in the diagram are colored based on the sign of the coefficient 

(orange colored shows negative coefficients while blue colored shows positive coefficients) and 

weighted based on coefficients significance, with greater line with corresponding to more significant 

coefficients.  

RESULTS OF REGRESSION TREE ANALYSIS 

Results of Regression Tree and ANOM Techniques are presented in Figure 5, Figure 6, Figure 7, Table 1 

and Table 2, respectively. Figure 5 is determined as an optimal tree based on risk value, its standard error, 

and explained variation in the Type I error rate (Alpha). Explained variation percentage (R
2
) of the optimal 

tree is found to be as 80.6% (        
      

      
                      , means that the optimal 

tree is a good one to explain the relations between the Type I error rates (dependent variable) and the ex-

perimental conditions (independent variables) (Figure 5).  
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FIGURE 5: Optimal tree for predicting alpha estimates of simulation studies. 

 

When optimal tree is examined, it is seen that this tree has been formed by using four factors namely 

PT, VR, SN, and SSR. In Figure 5, Node 0 is called the root node and it contains descriptive statistics related 

to Type I error estimates. Firstly, the effect of each independent variable in predicting the Type I error rate 

was evaluated separately by computing importance level of each factor. Since distribution shape (Sk and Kr 

values), TSS, ESS, and NG are not found to be effective in predicting the Type I error, these factors are not 

included to the optimal tree. As it is seen in Figure 5, firstly, the Type I error estimates in Node 0 or root 

Node were divided into two nodes as Node 1 (normal pairing and direct pairing) and Node 2 (inverse pair-

ing) according to the PT. Therefore, it is understood that the factor that is the most important or effective in 

estimating the Type I error rate is PT. The mean of the Type I error rate of the simulations studies in Node 1 

and Node 2 are predicted as 0.068 and 0.185, respectively. The proportions of the simulation studies in Node 
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1 and Node 2 in total are 71.7% and 28.3%, respectively. As it can be seen from Node 1 and Node 2, the 

Type I error average of the studies in Node 2 (0.185) are obviously higher than that of the Node 1 (0.038). It 

is not sufficient, however, to use only PT in estimating the Type I error rates of the simulation studies. In 

other words, the simulation studies in Node 1 and Node 2 are not homogeneous enough to get reliable and 

stable results. That is why, studies in Node 1 are again divided into two new nodes as Node 3 and Node 4, 

and the studies in Node 2 are divided into two new groups as Node 5 and Node 6 according to VR's. There-

fore, the VR is accepted as the second most important or effective factor in estimating the Type I error rates 

of the studies. As can be seen from the Figure 5, the splitting of the optimal tree is still gone on according to 

sample size and SN. As a result, since the PT reflected the highest changes in the Type I error rates, it is de-

termined to be the most important variable or factor, followed by VR, SN, and SSR. Therefore, among the 9 

independent variables or factors, only 4 are selected. Using these 4 factors, 7 terminal nodes are formed and 

these nodes are accepted as homogenous groups.  
 

TABLE 1: Descriptive statistics for the terminal nodes. 

Nodes n % Mean 

9 3 0.4 0.346±0.001 

12 41 4.8 0.339±0.002 

11 97 11.3 0.212±0.006 

7 279 32.6 0.093±0.054 

10 101 11.8 0.092±0.004 

3 300 35.1 0.049±0.007 

8 34 4.0 0.019±0.012 

 

TABLE 2: Importance values of independent variables. 

Independent variables Normalized importance 

Pairing type 100% 

Variance ratio 70.3% 

Sample size ratio 67.9% 

Number of simulation 34.5% 

Total sample size 25.7% 

Number of group 16.6% 

Skewness 14.0% 

Kurtosis 10.2% 

Equality of sample size 3.3% 
 

 

 

FIGURE 6: Graphical presentation of importance values of independent variables. 
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One-way ANOM technique was used to compare the terminal nodes or homogenous groups in terms of 

alpha means and to determine different nodes. ANOM is a powerful tool for comparing means, variances, 

proportions and other location and scale measures. ANOM is commonly used as a graphical alternative to 

the ANOVA for comparing independent group means.
42,50,51

 Mendeş and Yiğit reported that this procedure 

can also be used efficiently as a multiple comparison test especially when there are large NGs.
51

 The results 

of ANOM showed that there was a statistically significant difference among the terminal nodes (Figure 7). 

The most reliable results were obtained from the studies where direct or normal pairing was applied and 

VR’s ≤4.50 (Node 3). Therefore, this result was an indicator that the studies where direct or normal pairing 

was applied and the VR was ≤4.50, the Type I error rate was maintained at 0.05 level (0.049). However, in 

studies with a VRs >4.5, it was also necessary to consider the SSR as well as the VR. As it will be noticed, 

the mean Type I error estimates is 0.093 for the studies where sample ratio <3.165, while the mean Type I 

error estimates is 0.019 for the studies with SSR >3.165. However, the Type I error estimates for both cases 

could not be maintained at 0.05 level. On the other hand, it is seen that the Type 1 error estimates of the stud-

ies with VR <10 where inverse pairing is applied is affected by the SNs and the Type 1 error estimates of the 

studies whose SNs is smaller than 5,250 shows a significant deviation from 0.05. These findings can be con-

sidered as an indication that the SNs has a significant effect on the reliability and stability of the Type I error 

estimates to be obtained. The Type I error estimates of the studies with a VR >10 is affected by the sample 

size. The most deviated results, on the other hand, had been observed in Node 9, Node 11, and Node 12. 

Therefore, it is possible to conclude that the Type I error estimates are negatively affected by inverse pairing 

application and this negative affect become more obvious especially when VR ≥10.  

 

FIGURE 7: Results of one-way ANOM for comparing terminal nodes in terms of alpha estimates. 

 

    DISCUSSION 

Especially in recent years, regression-based methods which can present the results graphically have become 

very popular.
4,52

 The CART is probably one of the most well-known and commonly used decision tree learn-

ing algorithm in the literature.
2
 In the popularization of these methods; it can be said that having some ad-

vantages over the classical methods (i.e easy understand and interpretation of results, not requiring assump-

tions like classical methods, providing to investigate complex and latent relationships between variables, 

providing information about higher order interactions, and making possible to classify individuals and vari-

ables) may affective. In this study, two regression-based methods, namely RTA and ALM were used in re-

evaluating results of some Monte Carlo simulation studies and it was observed that both methods produced 

similar results in terms of determining factors affecting Type I rates.  
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As a result of both methods, the most important factors were determined as PT, VR, SN, and SSR. On 

the other hand, some differences were also observed between two techniques. For example, RTA produced 

higher R
2
 value (80.6%) than ALM (70.4%) and thus, results of ALM and RTA analyses indicated that at 

least 70.4% of the variation (70.4% and 80.6%) in the Type I error rate could be explained by the four fac-

tors namely PT, VR, SN, and SSR.  

Hayes et al. in their simulation study used CARTs and Random Forest to Analyze Attrition.
53

 Based on 

their simulation studies, they reported that although many techniques (i.e., t-tests, logistic regressions) could 

be successfully used to evaluate the true selection model, pruned CART and random forest analysis appear to 

perform particularly well. It was also reported that pruned CART might be a strong choice under the various 

selection models, sample sizes, and amounts of incomplete data.  

Gonzales et al. in their study used CART Technique to analyze Monte Carlo simulation studies and they 

reported that the CART approach would be useful, but it would be beneficial to test the approach in a Monte 

Carlo simulation that varied even more conditions to use the full potential of CART.
54

 They also informed 

that the CART would be able to overcome the limitations of inferential approaches that use arbitrary effect 

size cutoffs in significance tests by using variable importance measures and the hierarchy of splits. As a re-

sult, they reported that it would be beneficial if the researchers encourage incorporating this tool in their 

analysis of Monte Carlo data for a better understanding of the complexity of their simulation studies. Similar 

results have been reached at the end of our study in general. 

According to the results of the ALM and RTA, it is possible to conclude that: 

a) Results of simulation studies are affected by different factors and these factors should be considered 

in order to get more reliable and stable estimates. 

b) Using the graphical methods instead of classical techniques make possible to investigate the complex 

and latent relations between dependent and independent variables especially when we have a large and com-

plex data set. 

c) Using ALM and RTA enables us to interpret the results easily. 

d) Using ALM and RTA enables us to evaluate higher order interactions among the independent vari-

ables. 

e) The use of these methods allows the identification of similar and different studies by grouping the re-

sults of the simulation studies carried out under different trial conditions according to their similarities. 

f) Decision trees are sometimes more interpretable than other classifiers such as logistic regression, dis-

criminant analysis, cluster analysis, neural networks and support vector machines because they combine 

simple questions about the data in an understandable way.  

    CONCLUSION 

As a result, although our results suggest that both ALM and RTA techniques would be useful in determining 

factors affecting Type I error rates, it shouldn’t be ignored that more reliable results may be obtained in 

which study that is done with more studies.  
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