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The word non-parametric was first coined by Wofowitz in 1942 though specific non-parametric tests 

can be traced to medivial time. Non-parametric methods have been developed as an alternative for paramet-

ric methods. While parametric methods are based on a certain distribution assumptions and variance; non-

parametric methods are not based on a specific distribution and the concept of variance. In addition, although 

non-parametric methods do not have any assumptions about the population, the data may have been obtained 
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ABSTRACT Objective: Covariance analysis (ANCOVA) is a 

method used in biomedical and health research, but when the as-

sumption of normality is not satisfied or the dependent variable is 
bivariate or on ordinal scale, various procedures are presented in the 

literature for covariance analysis. If assumptions are not satisfied and 

parametric methods are used, Type I error increases and the power 
of the test decreases. To overcome these issues, the researcher needs 

to look for an alternative approach to the analysis of covariance. For 

non-parametric ANCOVA, many methods are presented in the lit-
erature that can be applied to different types of data. Material and 

Methods: In our study, by analyzing various non-parametric covari-

ance methods; the analysis of repeated categorical data obtained 

from the clinic is to be analyzed with the non-parametric randomiza-

tion-based analysis of covariance (NPANCOVA) method. Results: 

The application of the method was performed on repeated clinical 
data obtained from 5 consecutive visits from pediatric patients diag-

nosed with Crimean-Congo hemorrhagic fever disease in the pediat-

ric health and diseases service. Conclusion: As a result, we can state 
that the NPANCOVA method can be used in clinical analysis due to 

its many superior advantages in the analysis of categorically re-

peated non-parametric data. 
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ÖZET Amaç: Kovaryans analizi (ANCOVA), biyomedikal ve 

sağlık araştırmalarında kullanılan bir yöntemdir, fakat normallik 

varsayımı sağlanmadığında veya bağımlı değişkenin 2 değerli 
veya sıralı değişken olması durumunda literatürde kovaryans ana-

lizi için çeşitli prosedürler sunulmuştur. Varsayımlar sağlanmadı-

ğı hâlde, eğer parametrik yöntemler kullanılırsa Tip I hatanın 
artmasına ve testin gücünün azalmasına neden olmaktadır. Para-

metrik olmayan ANCOVA için literatürde farklı türden verilere 

uygulanabilecek pek çok yöntem sunulmuştur. Gereç ve Yön-

temler: Çalışmamızda, parametrik olmayan çeşitli kovaryans 

analizi yöntemleri incelenerek, klinikten elde edilen tekrarlanan 

kategorik verilerinin analizinin non-parametrik randomizasyon 

tabanlı kovaryans analizi (NPANCOVA) metoduyla yapılması 

amaçlanmıştır. Bulgular: Metodun uygulaması ise çocuk sağlığı 

ve hastalıkları servisinde yatan Kırım-Kongo kanamalı ateşi has-
talığı tanısı olan çocuk hastalardan art arda 5 vizitden elde edilen, 

tekrarlanan klinik veriler üzerinde yapılmıştır. Sonuç: Sonuç ola-

rak, non-parametrik randomizasyon tabanlı kovaryans analizi 
metodunu kategorik tekrarlanan parametrik olmayan verilerin 

analizinde, pek çok üstün avantajları sebebiyle klinik analizlerde 

kullanılabileceğini ifade edebiliriz. 
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by using ratio, interval nominal and ordinal scales. Parametric methods are the methods that take into ac-

count many assumptions about the population. It is posible to determine whether to use parametric or non-

parametric methods by examining whether the assumptions are provided. Non-parametric statistical methods 

have been developed as an alternative to parametric statistical methods to be used when one or more assump-

tions about a parametric test are not satisfied. It is problematic to use parametric statistical methods when 

data are not-distributed by specific known distribution such as normal distribution. In this case, two ap-

proaches have emerged. The first is to convert the data into a form close to a given known distribution such 

as the normal distribution (using transformations, e.g., of square root, arcsin etc). The second is to use a 

method that does not take into account the distribution, methods based on rank numbers (ranks). Using ranks 

of data instead of data, then applying parametric tests such as t, F tests to ranks, is called the rank transform 

approach. In addition, the whole approach of computational simulation is to obtain empirical distribution of 

the test statistic under the null, thus belong to the category of non-parametric methods. 

Covariance analysis (ANCOVA) is a method used in biomedical and health research, but when the 

normality assumption is not satisfied or when the dependent variable is bivariate or ordinal scale, various 

procedures are presented in the literature for covariance analysis. These can be grouped under two headings 

(1) Covariance analysis alternatives: Johnson-Neyman and picked-point analysis;  

(2) Non-parametric methods: Non-parametric ANCOVA researchers use Johnson-Neyman and Picked-

Point analyses to interpret the interaction between covariates and groups. The Johnson-Neyman technique 

was first described by Johnson and Neyman in 1936.
1
 When regression lines are not parallel, results of AN-

COVA analyses are not valid. In this case, Johnson-Neyman and Picked-Point analyses can be used.
2
 John-

son-Neyman procedure is presented as an alternative to parametric ANCOVA when there is variance hetero-

geneity.
3
 Johnson-Neyman technique can be calculated with the WILCOX program.

4
 In cases where AN-

COVA cannot be used in case of regression of heterogeneity; researchers can use Johnson-Neyman and 

Picked-Point techniques to interpret the interaction between the covariates and groups. 

Many methods are presented in the literature for non-parametric ANCOVA. A few of these are the 

methods of Quade, Puri & Sen, Conever & Iman, Rutherford and McSweeney & Porter.
5
 However, these 

methods do not have separate application modules in commonly used statistical package programs. 

First, the rank ANCOVA proposed by Quade for non-parametric ANCOVA is presented in the litera-

ture.
6
 The quade method is based on the test of equality of residues. In this method, ranks of the dependent 

variable and covariates are taken separately. Then the rank transformation by Conever and Iman for non-

parametric ANCOVA is proposed. In this approach, ranks of the covariates and dependent variable are 

taken. This method gives more effective results in data with outlier observations. ANCOVA and Rank AN-

COVA results are often not very different even if the assumption of normality is not satisfied in the absence 

of outliers. Therefore, the rank transformation approach is better when there are outlier observations.
1,4

 In 

rank transformation, after taking ranks of the covariate and dependent variable, if there is not a linear rela-

tionship between the dependent variable and covariate, then the rank transformation method, which is not a 

non-parametric ANCOVA method, cannot be applied in such a case. When the assumptions of covariance 

analysis are not satisfied, Koch et al. (1982, 1990) proposed the rank ANCOVA Quade and Mantel Haenszel 

statistics for non-parametric ANCOVA.
6,7

 After the covariate effects are taken into account, this method is 

used to make comparison between the groups by using the Mantel-Haenszel statistics. This method can eas-

ily be used to compare groups when there are one or more covariates and it can be easily implemented using 

the SAS package program, applied the randomization-based method when the assumptions of the covariance 

analysis were not satisfied.
8
 This method can be used when the data are continuous, binary, ordinal or time-

dependent continuous.
7-9

 Later, Jaeckel proposed the rank-based estimator for linear models. Rank-based es-

timator is a non-parametric alternative robust method developed against the least squares estimator and like-

lihood estimator methods that are traditionally used. Later, McKean et al. (1978) developed the Newton Step 

algorithm to easily calculate rank-based estimators and presented robust ANCOVA's solution.
10

 Kloke and 
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McKean, developed the Rfit package in the R program to calculate the Robust Linear Model. The Rfit pack-

age basically uses the rank-based estimator. Details of this package can be found in.
11 

    MATERIAL AND METHODS 

EXTENDED MANTEL-HAENSZEL METHOD 

This method makes the comparison between the groups after correcting the effects of the covariate. 
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Non-parametric covariance analysis randomization-based method 

The randomization-based method has many advantages. The data can be continuous, binary, ordinal and 

time-dependent continuous. In this method, confidence limits can be calculated. In addition, p value and con-

fidence limits can be calculated in subgroups. However, covariate effects and estimators cannot be found. In 

addition, estimators of subgroups cannot be found.
12

 In addition, this method is preferred primarily in studies 

with a control group. 

The basis of the randomization-based method is based on permutation testing. Permutation test is used 

to determine the observed difference between sample averages. This test derives random copies in a certain 

systematic order by changing the order of the data and the replacement of the group by replacing the aver-

ages of the two groups, creating first, second and more permutations. The results obtained are combined by 

analyzing the derived copies. The process is continued by changing the copies constantly. The operation is 

carried out on the original data or ranks. 

 

Permutation Number=   
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In our study, it is aimed to investigate the difference of the Severity Score Index (SSI) in ribavirin and 

supportive treatment after correction of the effects of covariants with non-parametric randomization-based 

analysis of covariance (NPANCOVA) method. 

In our study, data of the patients diagnosed with Crimean-Congo hemorrhagic fever disease were ob-

tained from the Department of Pediatrics of Tokat Gaziosmanpaşa University Hospital. A total of 275 re-

peatedly measured data were obtained from 55 children with the diagnosis of Crimean-Congo hemorrhagic 

fever in 5 consecutive days in the hospital. While ribavirin treatment was applied to 26 of pediatric patients; 

supportive treatment was given to 28 patients. In our study, SSI values of pediatric patients were measured 

on day 1, day 2, day 3, day 4, day 5. Subjects were classified with an overall SSI score index 0-13 at each of 

five visits. The SSI is calculated to score information (platelet count, activated partial thromboplastin time 
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(aPTT) value, fibrinogen level, presence of signs of bleeding, and presence of somnolence). The SSI was 

calculated according to sum of the scores for the 5 parameters, daily (Table 1).   

SSI index values were obtained from the parameter values taken from the patients for five consecutive 

days. The patients were classified according to their SSI on recognition. There were 275 data what had avail-

able data from all five visits. Covariates include a baseline score, contamination time, gender and age at 

study. NPANCOVA method was used in the analysis of categorical repeated data obtained in our study. 

Method using SAS V.9.2 was applied. Means were considered significant when p<0.05. 

 

TABLE 1. Characteristics of SSI parameters for Crimean-Congo hemorrhagic fever. 

SSI parameter Score 

Platelet count, ×103 platelets/mm3  

>150 0 

150-50 1 

49–20 2 

<20 3 

aPTT  

34 0 

35-45 1 

46-59 2 

>60 3 

Fibrinogen level, mg/dL  

≥180 0 

179-160 1 

159-120 2 

<120 3 

Bleeding  

No 0 

Petechia 1 

Ecchymosis 2 

Bleeding 3 

Somnolence  

No 0 

Yes 1 
 

aPTT: Activated partial thromboplastin time; SSI: Severity scoring index. 

 

 

    RESULTS 

Ribavirin treatment was used in 26 of the pediatric patients and supportive treatment in 28 patients. The con-

tamination time of our patients varies between 1 and 12. SSI score index values are between 1 and 13, and 

were calculated as a result of values taken from patients for 5 consecutive days. Severity Score Index had the 

following 5 parameters: platelet count (0-3 points), activated partial thromboplastin time (aPTT, 0-3 points), 

fibrinogen (0-3 points), bleeding (0-3 points) and drowsiness (0 or 1 points) point). SSI was calculated daily 

as the sum of the scores of the 5 parameters. In our study, SSI was obtained from the daily clinical and labo-

ratory data recorded in the files of the patients during their follow-up. 
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TABLE 2. Crimean-Congo hemorrhagic fever for the SSI categorical outcomes. 
 

 Estimate SE OR 
95% CI 

p value 
Lower Upper 

Unadjusted 0.640 0.3441 1.8981 1.2237 2.5725 p<0.001 

NPANCOVA 0.612 0.2393 1.8457 1.37 2.3147 p<0.001 

SE: Standard error; OR: Odds ratio; CI: Confidence interval; SSI: Severity scoring index;  
NPANCOVA: Non-parametric randomization-based analysis of covariance. 

 

The standard error for the unadjusted for the SSI outcome was 0.3441. With unadjusted, there was 

a 30.45% reduction in the standard error to 0.2393. While the unadjusted and NPANCOVA p values 

were smaller at p<0.001, all the p values for this example were statistically significant at the 0.05 level 

and indicated SSI score index. Ribavirin differs in the administered and unadministered patient groups 

(Table 2). 

    CONCLUSION 

There are many non-parametric methods for non-parametric ancova. It is not easy to decide which of these 

tests to use. In such cases, the choice is usually made based on the power of the tests and the characteristics 

of the data. It is necessary to decide which of the many non-parametric statistical methods mentioned in the 

introduction section to use, and to correctly interpret it.  

The appropriateness of the statistical analysis gives meaningful results when it is correctly chosen. 

When the normality assumption is satisfied, parametric tests are superior in terms of power and effectiveness 

compared to non-parametric ones. However, since the assumptions of covariance analysis are not satisfied in 

our application, non-parametric covariance analysis is used. It is really difficult to decide which of the many 

non-parametric methods presented should be used. In the literature, Sievers and McKean presented the solu-

tion of Rank ANCOVA in small samples in 1986.
13

 When the literature is examined on the non-parametric 

covariance analysis; Fan et al. presented solutions for non-parametric Ancova by comparing parametric, 

semi-parametric and non-parametric methods when there is missing data in clinical trials.
14

 Zhao et al., pro-

posed solutions when there is missing data in covariance analysis in survival analysis data.
15

 Hussey et al 

explained the use of NPANCOVA method in clinical trials.
16

 Yu (2019) researched methods that can be used 

in repeated categorical data analysis.
17

 In our study, the analysis of categorical data with repeated measure-

ments was performed using the NPANCOVA method. 
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